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L INTRODUCTION
The activity of recordang electneity in the b for electro phy ssodogical monioneg
=5 callfl Elecroencephalograph (EEG). Electrode placement is locosed alomg the
scalp. The EEG measwres volisge Ductustions that resalt from e carents in brain
neuroes. In e checal content, EEG sefers o the recondmy ol spontancous ehecmcal
activity of dhe brsm over & period of tese, as recoeded Irom several chotrodes ploced
on the scalp |1]. Dragsostic apphicaticos penerally focus cn the potential associated
with EEG spectral sontent
Placing cloctrodes on the scalp loms & prodcicemingd system, samehy the H1-20
syitene The naht asd good deasode placement i the main requarcesent 10 get good
and selisble EEG recocdings. Besides that the cleantess of the scalp, the coadisca
of the clectiode, the EEG sechine and the compliamce of the subjects duning
recceding are als very mflpentisl o get good results. Hame Borger stated St the
human hooin Bas comineous cloctrical sctivity that can e recondod Braes activicy
can be possible to sead commanads o electron: equipment with the help of the Beain
Compuserilinarfacs (BCI) |2]. Most BC] uses spomancous mental activiy {for
cxamplk, moting a finger. kand. of 1he enlirc . €161 1o prodece 3
M (EEG) signal |3] EEG sgsals dal con be
distinguished are then comenicd o extenal actions. Over the it fow yeans
vorious evidences haye evaluated the possibility of recognizing some mental msks of
EEG sigmal: [4] However, bow 1o impeovs the pecformance of EEG sigmal
recogniton mosgnel processing @ sl g maje probicm. The wirofection procodue
maesdy incledes feavare extmcoon and classification. whcre Featere extracton plays
on imporsant rele for classification. this stedy mainly focsses ca feature extraction.
At present, the feature extraction method for EEG motor meages manby inclullls
soveral methods including wsing the Fast Founer tzansfoem (FFT) method [5] [6] the




Welch method using the windowed Fourier signal sgfinent transformation is used to
calculate the Fourier spectral feature. This method only uses frequency information
and doegihot use time domain information so that it is a major disadvantage to this
method. The combination of frequency information and time domain information can
improve the performaifie of EEG signal classification in research [7]. Autoregressive
(AR) is a method of the AR spectrum, band power is calculated in several bands
frequency and the amount of power is used as an independent variable [8]. In
addition. the featurc§)that are used are the AR or multivariate autoregressive
(MVAR) model [9]. Time-frequency analysis by Wang et al. Uses time-frequency
analysis as a useful tool for oscillating EEG components during motor image [10].
As we all know, the oscillating EEG component produced during the motor image is
the time and frequency involved, therefore, this method gets promising results.
However, the oscillating EEG component can cause a shift in slow cortical potential.
A combination of two related signals may be used to improve the information
extracted. The time-frequency method only considers oscillating EEG components.
Utilizing the wavelet transform@lion coefficient, that is, extracting the wavelet
transformation coefficient on a useful frequency band according to transcendent
information [11]. However. the EEG production mechanism is rather complicated. so
it is difficult to get accurate and rather inflexible transcendent inf@@nation. Likewise
with the sampling technique, the sampling technique (TS) method is applied to detect
features of EEG data. One of the main important techniques in statistics is sampling.
The characteristics@f the EEG signal can only be known to be taken with the sample
size. In statistics, there are vfgjous types of sampling techniques used [12]. The
characteristics of EEG signals in two classes are in normal people and people who
suffer from epilepsy using Simple Random Sampling (SRS). Feature extraction with
the RBF kern@j is obtained from both classes. The LS-SVM classification results
obtained were 80.31% for training data and 80.05% for testing data [13].

Based on the background above, this study was designed as follows, the second part
describes the material and the EBf5 signal method used in EEG feature search. the
third part describes the results of feature extraction and the EEG signal classification
process, and the fourth part describes the conclusions of this study.

2. MATERIALS AND METHODS

2.1. material

The 2003 BCI competition data comes from Dr. Birbaumer and his tecam at the
University of Tuebingen, Germany (Blankertz 2004) are EEG signal datasets taken
Ef)this study [17]. Healthy subjects are recorded using Six EEG channels using a
sampling rate of 256 Hz and a recording length of 3.5 scconds. The results of each
exp@ment for each channel were 896 samples In the process of recording subjects
are asked to imagine moving the cursor up or moving the cursor down on the
computer screen. Subjects received visual feedback from SCPs (feedback phase).
The dataset consists of 268 training data and 293 trial data. according to the 2003
BCI description.




Figure 1. Positionwof EEG electrodes
Figure 1 shows the position of the electrode attached to the head. There are 6 sensors

used, namely Cz for channel 1, A2-Cz for channel 2, FC3 for channel 3, CP3 for
channel 4, FC4 for channel 5 and PC4 for channel 6 [17].
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Figure 2. Timing pattern

This research takes one channel from the 6 channels installed. namely channel 3,
cach channel has two different classes. The data used for each class were 688 data
for training and 293 data for trial data. The data used in this study are 250 training
data and 50 trial data .

2.2. Sampling technique

In this sty extraction The characteristics used are the Sampling Technique method.
he EEG signal is divided into four sub-EEG signals. Of the four sub-EEG signals
determined the maximum value, the minimum value, the average value and the
standard deviation value to be extracted from the characteristics of the EEG signal as

shown in figure 3.
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Figure 3. a. Signal sample. b. sub signal samples and c. Feature Selection

There are 300 EEG signal data files taken in this study §®Pne EEG signal file data has
896 data points. One EEG signal is divided into four sub-signals. So that each sub
signal has 214 points of data. The EEG sub signal data is searched for the minimum




value, maximum value, average value and standard deviation value. There are 20
points of data obtained from 4 x 4 sub-signals.

(9]

2.3 K-Nearest Neighbor Classification

K-NN is a simple machine learning algorithm. This is only based on the idea that an
object that is 'close' to each other will also have similar characteristics. This means
that if we know the characteristics of one object, we can also predict other objects
based on their closest neighbors. K-NN is an advanced improvisation of the Nearest
Neighbor classification technique. This is based on the idea that each new example
can be classified by the majority vote of a neighbor k., where k is a positive integer,
and usually with a small number [14]. The K-NN classification algorithm predicts
the samplgFjest category according to the training sample k which is the closest
neighbor to the test sample, and enters into the category that has the largest
[Fobability category [15].

In pattern recognition, the KNN algorithm is a method used to classify objects based
on the closest training example in the feature space. KNN is a type of insurance-
based learning, or lazy learning where this function is only approached locally and
all calculations are deferred to classification [16]. The K-NN classification method
has several stages, the first being the k value which is the number of closest
neighbors that will determine which new query goes to which class is determined.
The second stage, k the nearest neighbor is searched by calculating the distance of
the query point with the training point. The third stage, after knowing the distance of
each training point with the query point, then see the smallest value. The fourth stage
takes the smallest value, then see the class. The class that is the most is the class of
the new query. Near or far points with neighbors can be calculated using the
Euclidean distance. Euclidean distance is represented as follows :

j(a,b) = /z’;:l(ak— by)? )

J (a, b) is tigE;istance between point a which is the point known [o its class and b is a
new point. The distance between the new point and the training points is calculated
and taken by the nearest point. New points are predicted to enter the class with the
most classifications of these points.

3. Results And Discussion

Data used from BCI comptetion 2003 Data set la. The data set Ia consists of 6
channels (electrodes affixed to the scalp totaling 6 electrode sensors, resulting in 6
EEG signal channels). The large amount of data will cause the old computing
process to be caused by a lot of data being processed. so @t with a few features it
results in a fast computing process. In this study, one EEG signal is divided into four
sub-signals. The four sub-signals are taken maffum values, minimum values,
average values and standard deviation values. The maximum value, minimum value,
average value and standard deviation value of the Sampling Technique process are
used as feature extraction for the identification process.
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Figure 4. Results of the Sampling Technique process on EEG signals
Figurc 4 is an EEG recording and the division process into four sub-signals. The four
sub-signals are taken the maximum value, the minimum value, the average value and
the standard deviation value for each sub-signal.
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Figure 5. Comparison of class 0 and class 1 to the maximum value, minimum value, average value
and standard deviation value of each sub signal

In Figure 5 shows that for values of maximum values, minimum values, average
values and standard deviation values for each sub signal. Each signal for the cursor
movement up and downfhe cursor has a difference value. With differences in values
that are not the same, it shows that the level of classification by taking the maximum
value, minimum value, average value and standard devifon value is quite good.
Classification using K-NN is implemented using the maximum value feature,
minimum value, average value and standard deviation value from the sampling
technique as input. In this study, the training set@imbered 250 EEG signal data and
test data of 50 EEG signal data. [ table 1 is the distribution of sample classes in the
training and test data collection. Data obtained from different subjects in the training
process is @@way to improve the ability of K-NN. To train K-NN, ufj training data
sets, while to verify the accuracy and effectiveness of K-NN test data to detect cursor
movements up and down.




Table 1. Sampling of class distribution on training data and test data

Class Training set Test set
Up cursor 125 50
Down cursor 125

The test will be carried out with a variation of the K value in the KNN system and
variations in training data and test data used. The accuracy in question is the
accuracy of the classification results carried out by the program with the results of
manual classification. The level of accuracy can be formulated with equation (2).

The number of EEG signals is correctly classified

Level of accuracy = x 100% (2)

Total amount of test data

In this test variations in the number of K are performed on the KNN function. k is the
number of closest neighbors. The K values tested are one, three. five. seven, and
nine. Odd values are chosen to avoid similarities in proximity to two different
classes. Because KNN will classify based on the most class voting. From this test the
average accuracy value for each k value is determined.

Classification Testing with k Value =1

The classification results with K =1 are shown in Table 2. The test results with K =
1 obtained an average accuracy of KNN classification of 54.4%. With the lowest
accuracy 48% and the highest accuracy 64%.

Table 2. Results of testing k = 1 classification

Test Amount of Amount of test Right wrong accuracy
training data data
1 50 50 13 12 52%
2 50 50 13 11 52%
3 50 50 14 11 56%
4 50 50 16 9 64%
5 50 50 12 13 48%
Average 54.4%

Classification Test with k=3

The classification results with K = 3 values are shown in Table 3. The test results
with K = 3 obtained an average accuracy of 64%. The highest level of accuracy is
found in the fifth test of 76%. The lowest level of accuracy is found in the third test
of 56%.

Table 3. Results of testing k = 3 classification

Test Amount of Amount of test Right wrong accuracy
training data data

1 30 50 14 11 36%
2 50 50 14 11 56%
3 50 50 16 9 64%
4 50 50 19 6 76%
5 50 50 17 8 68%

Average 64%




Classification Test withk =5

Hasil Kklasifikasi dengan nilai K= 35ditunjukkan pada Tabel 4. Dari hasil
pengujiandengan K=5 didapatkan rata-rata akurasisebesar 54,4%. Akurasi tertinggi
scbesar 64% terdapat pada pengujian keempat. Akurasi terendah scbesar44%

terdapat pada pengujian kesatu dan kedua.

Table 4. Results of testing k = 5 classification

Test Amount of Amount of test Right wrong accuracy
training data data
1 50 50 11 14 44%
2 50 50 11 14 44%
3 50 50 15 10 60%
4 50 50 16 9 64%
5 50 50 15 10 60%
Average 54.4%

Classification Test with k=7

The classification results with k = 7 are shown in Table 5. Testing with k = 7
produces an average accuracy of 60.8%. The highest accuracy results are found in
the fifth test with a value of 68% accuracy. The lowest accuracy of 52% is in the
third test.

Table 5. Results of testing k =7 classification

Test Amount of Amount of test Right wrong accuracy
training data data
1 50 50 15 14 60%
2 30 50 15 14 60%
3 50 50 13 10 52%
4 50 50 16 9 64%
5 50 50 17 10 68%
Average 60.8%

Classification Test with k=9

The results of classification testing with k = 9 values are shown in Table 6.
Classification results with a value of k =9 indicate an average accuracy value of ten
testing times of 62.4% Of the five tests there were three tests which produced 64%
accuracy, namely in the second, fourth and fifth tests. The lowest test value of 60% is
found in the first and third tests.

Table 6. Results of testing k =9 classification

Test Amount of Amount of test Right wrong accuracy
training data data
1 50 50 15 14 60%
2 50 50 16 14 64%
3 50 50 15 10 60%
4 50 50 16 9 64%
5 50 50 16 10 64%
Average 62.4%

Comparison of Average Accuracy Values

Of all the tests with variations in the K value the highest accuracy value was found in
the value of k = 3 with an average level of accuracy of 64%. The lowest accuracy
value is found in tests with k = 1 and k = 5 with an average level of accuracy of




54.4%. Overall the value of accuracy has a value close to 60%. Classification of
KNN with k = 1 is very susceptible to noisc this results in a low level of accuracy.
With the above description, the value of k = 3 is the most optimal k value.

Conclusion

This study can be concluded that the proposed KNN classification method can
classify EEG signals with an accuracy of 76% at the best neighbor value k = 3. The
feature extracted for EEG signal classification uses the sampling technique.
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