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Abstract: The application of machine learning in questionnaire design and 

evaluation is examined in this work, with a special emphasis on data quality, 
specifically Cronbach's alpha. It evaluates the effect of a method for creating various 
Cronbach's alpha random data (0.8–0.94) on machine learning algorithms. The method 
minimizes human labor in questionnaire design by generating data with estimated 
internal consistency through the use of machine learning and natural language 
processing. To assess how Cronbach's alpha affects the accuracy of machine learning 
models, the data is analyzed. When dealing with low Cronbach's problems, the ML 
models RF, NB, LR, SVM, and KNN, respectively, have acceptable and exceptional 
accuracy (58% - 100%). However, when dealing with high Cronbach's problems, their 
accuracy drops to 26% - 79%.  

 
Keywords: Machine learning, Artificial Intelligence, Cronbach Alpha, Generated 

Dataset. 

 
 

1. INTRODUCTION 

AI is a fast evolving field that offers a new approach to data analysis and modelling, particularly in the 

creation and analysis of questionnaire forms. The main instruments used to collect data for market 

research and scientific investigations, as well as to evaluate how successfully institutions are carrying 

out their responsibilities, are questionnaires. facial intelligence (AI) has an advantage in improving the 

accuracy and efficiency of these tasks [1, 2]. However, their design and analysis are laborious and 

nontrivial. By supporting questionnaire form creation using natural language processing (NLP), other AI 

technologies, and machine learning (ML) approaches, art Artificial intelligence (AI) has the potential to 

improve the clarity of questionnaires, tailor them to the user population, and generate questions based on 

study objectives [3]. Additionally, it can process the answer using deep learning and text analysis 

technologies, which make it easier than ever to extract meaning from data something that is challenging 

to accomplish with conventional methods. The purpose of the study By focusing on AI-related 

techniques that have been used and how they can help enhance the quality of the data extracted, lessen 

bias in questionnaires, and speed up analysis processes, this study aims to address the problem of using 

artificial intelligence for creating and analyzing questionnaires [4]. 
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The curriculum and assessment profoundly influence the lives and careers of youth. School decisions 

significantly impact students' prospective outcomes and opportunities, but the long-term consequences 

of public tests and assessments may be even more crucial [5]. Higher education evaluation approaches 

necessitate a transformation incorporating components of university didactic assessment methodologies, 

including co-assessment and self-assessment [6].  

The systematic gathering and analysis of student feedback is a crucial quality assurance and 

enhancement activity in higher education teaching and learning. National student feedback surveys, 

exemplified by the UK's National Student Survey (NSS) [7], have established a benchmark in several 

nations, with their outcomes used to guide the enhancement of educational interventions and 

methodologies [8, 9].  

Nonetheless, evidence indicates that in the last decade, there has been a negligible rise in overall student 

satisfaction, attributable to higher education institutions' inability to rectify the adverse elements of 

students' learning experiences documented in satisfaction feedback reports [10, 11, 12, 13]. 

Since its start in 1950 [14], AI has seen substantial evolution and applied across many sectors, including 

healthcare, business, manufacturing, transportation, finance, and education. Artificial intelligence has 

progressed in healthcare from rule-based expert systems to sophisticated predictive analytics, inventory 

optimization algorithms, and comprehensive automation technologies [15]. In business and industry, 

artificial intelligence has evolved from rudimentary production rule systems to sophisticated predictive 

analytics, inventory optimization algorithms, and comprehensive automation technologies [16]. 

Artificial intelligence has progressed in transportation from goal-oriented navigation studies to 

autonomous driving technologies, enhancing convenience for the government and the public by 

optimizing dynamic routing and managing traffic signals [17]. 

AI aids academics, researchers, and students with content development, analytical computations, and 

writing, encompassing thesis preparation and publishing research articles in academic publications. It 

enhances material quality, graphics, grammar, and spelling, refines the word selection and style of the 

research paper, and offers suggestions to fortify arguments inside the research papers. AI models may 

assess draft theses, offer comments on literature deficiencies, determine if research questions and 

assertions are adequately substantiated by evidence, ensure logical coherence and transitions, and 

identify sections requiring modification or lacking citations [18]. 

AI capabilities revolutionize how students receive support across all phases of academic study and 

writing. Notable AI solutions for writing aid are Grammarly and QuillBot. Miyuki Sasaki’s paper 

examines the difficulties non-native English speakers face in academia while utilizing AI writing 

support tools [19]. In contrast, Basic et al. [20] explore the application of ChatGPT in aiding students 

with argumentative essay composition. Malik et al. [21] examine the viewpoints of Indonesian higher 

education students on AI writing technology. 

In contrast, Imran et al. [22] address the application of AI-based text classifiers for identifying AI-

generated essays and managing AI-assisted plagiarism. Salas-Pilco et al. [23] examine the uses of AI 

and learning analytics in teacher education, emphasizing the prospects for automated assessment and 

tailored feedback. Nonetheless, ethical considerations and educators' data literacy are essential. 

2. THEORITICAL FRAMEWORK  

2.1 INRODUCTION TO QUESTIONNAIRE DESIGN AND ANALYSIS USING ARTIFICIAL 

INTELLIGENCE  

By automating processes like data collecting and analysis, artificial intelligence (AI) has drastically 

changed survey research and questionnaire analysis [24]. It lowers human error, makes user experience 

more appealing, and creates models that are more accurate [2]. Humans are usually the people who 

possess the statistical technique, human knowledege, and make subjective judgment in the conventional 

methods. The use of AI algorithms makes surveys more efficient, more accurate, and better in terms of 
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quality because it is possible to utilize machine learning (ML) and natural language processing (NLP) 

technologies [25]. 

2.2 Techniques for Developing Questionnaires Using Artificial Intelligence 

Techniques for Artificial Intelligence in Questionnaire Creation  

Several artificial intelligence techniques are used while designing surveys, chief among them being: 

➢ Natural language processing is a method that makes the writing of clear and understandable 

questions quite easy, and at the same time the method is used to find out how good people's skill of 

understanding is in relation to the questions asked[3]. 

➢ Machine Learning() refers to the process of Predicting the right questions to a particular topic by 

looking at the past data, ML is very helpful in making personalized surveys [2]. 

➢ Deep Learning (Deep Neural Network): It can perform a quick check of the data it has received in 

relation to the accuracy of the response patterns and at the same time undertake the analysis of the 

response patterns [1]. 

2.3 ARTIFICIAL INTELLIGENCE IN DATA ANALYSIS  

Artificial intelligence is capable of handling the following tasks in the analysis stage post data 

collection:  

Citing the work of [4] the authors list the example of participant responses on the basis of data 

classification methods (SVM and Logistic Regression) (this is data categorization and evaluation). 

➢ By applying sentiment analysis, it is possible to uncover patterns in unstructured text as well as 

open-ended responses [2]. 

➢ The usage of complex AI algorithms that can minimize the impact of uneven data is one solution to 

the problem of bias in data analysis [3].  

➢ Deep Learning in the context of analysis is a method that emphasizes the fact that such relationships 

exist [1].  

2.4 The Benefits of Artificial Intelligence for Surveys 

Artificial intelligence offers several benefits which are as follows: 

➢ Conserving time and energy: Artificial intelligence enables faster creation and analysis of surveys 

compared to traditional methods [1]. 

➢ Improving accuracy and decreasing mistakes: Intelligent models improve data quality while 

reducing errors caused by human intervention [4]. 

The strength of scientific research is enhanced by sophisticated data analysis techniques that use AI to 

identify concealed connections among survey variables [2]. 

2.5 CHALLENGES AND RISKS  

Notwithstanding its numerous advantages, AI in questionnaire analysis has many drawbacks, including: 

➢ Data bias: Inaccurate results might result from unbalanced data, necessitating model modification 

and better training parameters [3]. 

➢ Data privacy: The sensitive data gathered for questionnaire analysis needs protection according to 

established privacy regulations [1]. 

➢ Difficulty in understanding outcomes: The opaque nature of deep neural networks and other AI 

models creates challenges for interpreting their decision-making processes [2]. 
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3. RESEARCH METHODOLOGY  

The application of artificial intelligence in the development and assessment of questionnaire forms is 

investigated in this work using analytical and experimental methods. To assess their efficiency and 

accuracy, it makes use of modern AI techniques. For machine learning models to function well, data 

quality—in particular, Cronbach's alpha—is important. In this paper, a technique for producing different 

Cronbach's alpha random data is presented, and its effect on the performance of machine learning 

algorithms is tested 

3.1 DESIGNING THE QUESTIONNAIRE USING ARTIFICIAL INTELLIGENCE  

AI is revolutionizing questionnaire design by improving question generation, structure, and 

personalization. A model will be developed using natural language processing and machine learning to 

generate data with calculated internal consistency. The data will be based on a five-point Likert scale, 

representing hypothetical responses to hypothetical questions. A set of random variables will be created 

with high correlation using a multivariate Gaussian distribution. The covariance matrix will be adjusted 

to ensure the calculated Cronbach's alpha coefficient. This approach removes bias and adapts surveys 

dynamically, reducing the need for intensive human effort in traditional survey design [25]. The Python 

code in Figure 1 illustrates these steps. 

 

FIGURE 1. - the Python code for Random Number generation 

3.2 DATA PROCESSING USING AI AND MACHINE LEARNING ALGORITHMS  

Data processing is a crucial step in AI and machine learning, ensuring the cleaning, structuring, and 

transformation of raw data for effective model training. Machine learning algorithms automate this 

process to enhance efficiency and accuracy [25]. Techniques like imputation, normalization, and outlier 

detection are commonly used [24], while tokenization and stemming are required for text data [26]. 

Feature engineering improves model performance by selecting relevant data attributes, while algorithms 

like Principal Component Analysis and Support Vector Machines help reduce dimensionality while 

preserving meaningful information [27]. 

Following its creation and consistency check, the data is examined using a variety of AI and Machine 

Learning methods, such as: 

✓ Logistic Regression (LR) 

✓ Decision Tree (DT) 

✓ Random Forest (RF) 

✓ Support Model Machine (SVM) 

✓ Naive Bayes (NB) 

The generated data is divided into two sets (80% for training) and (20% for testing) the model, and then 

the performance of the models is evaluated using metrics such as accuracy, recall, precision and F1-
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Score. 

3.3 EVALUATING THE ACCURACY AND EFFECTIVENCESS OF THE USED MODELS  

To evaluate the performance of artificial intelligence techniques in designing and analyzing 

questionnaires, several criteria will be used, such as: 

➢ Normal distribution is a crucial assumption in statistical analysis and machine learning, ensuring 

data behaves reliably and enhancing model performance. Techniques like parametric hypothesis 

testing, t-tests, ANOVA, and linear regression use normality to ensure data reliability [28, 29]. Q-Q 

plots are used to determine if a dataset is normally distributed, but non-normal features may be 

present if points differ significantly from the diagonal line. This examination is essential for 

applying statistical models relying on normal distribution (see Figure 3 G, an N). 

➢ When evaluating the internal consistency of scales, Cronbach's Alpha is an essential metric. 

According to [30], scores below 0.7 imply poor consistency, whereas values near 1 indicate strong 

dependability. It is frequently used in the social sciences to guarantee that questionnaires and 

surveys yield accurate findings. 

𝑪𝒓𝒐𝒏𝒃𝒂𝒄𝒉′𝒔 𝑨𝒍𝒑𝒉𝒂 (𝜶) =
𝑲

𝑲 − 𝟏
× (𝟏 −

∑ 𝑺𝒊
𝟐

𝑺𝒕
𝟐

) (𝟏) 

K= Number of items (questions) in the scale, 𝑺𝒊
𝟐 = Variance of each individual item, and 𝑺𝒕

𝟐 = Total 

variance of the test (sum of all item variances). 

➢ When the original (actual) label is compared to the percentage of accurately anticipated instances, 

accuracy is the result. Predictions are made with greater accuracy the more accurate the 

information. Researchers aim to increase the model's accuracy in order to detect common or 

uncommon computer network problems. The ratio of correct predictions to the overall size of the 

dataset determines accuracy; it is at its peak at level 1. 

Accuracy = (TP + TN) / (TP + FP + TN + FN) (2). 

TP denotes the count of true positive instances, TN signifies the count of true negative cases, FP 

represents false positive cases, and FN indicates false negative cases [31].  

➢ Recall, also referred to as sensitivity, is the proportion of violent episodes that are appropriately 

categorized. Recall is expressed as the percentage of correct positive predictions among all positive 

occurrences [31]. Another name for the same is "true positive rate" (TPR). The ideal sensitivity 

value is 1.  

Recall = TP/(TP + FN) (3). 

➢ The ratio of correctly predicted assaults executed is referred to as precision. The procedure involves 

dividing the overall count of positive forecasts by the number of accurate positive predictions [31]. 

It is also termed the positive predictive value (PPV). The optimal precision is one. 

Precision = TP / (TP + FP) (4). 

➢ A higher recall and precision number denotes superior performance. To combine the benefits of 

accuracy and recall into a single score, the F1-Score is employed. This is how the accuracy and 

recall harmonic means are calculated:  

F1-Score = 2TP / (2TP + FP + FN) (5). 

3.4 DISCUSSION OF RESULTS AND HYPOTHESIS VALIDATION  

The study will examine the effects of questionnaires with high and low Cronbach's alpha values on the 

effectiveness of AI algorithms. To ascertain if intelligent models improve data quality while achieving 

more efficiency and accuracy and reducing bias, the study will compare AI outcomes with those 
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obtained using conventional approaches [2]. 

3.5 QUESTIONNAIRE AND ML MODEL IMPLIMENTATION  

Using Python 3.7 code, a questionnaire representing a five-point Likert scale with good Cronbach's is 

created and run in order to test the machine learning algorithms Logistic Regression (LR), Decision Tree 

(DT), Random Forest (RF), Support Model Machine (SVM), and Naive Bayes (NB). Windows 11, an i5 

CPU, and 16 GB of RAM make up the computer used for the inquiry. To guarantee that bias and 

variance are balanced, the resultant dataset is divided into training and testing 80:20 ratios. The 20% test 

set provides a sufficient sample for generalization performance, even when the 80% training set 

efficiently trains each model.. Each model is evaluated using equations (1) through (5). 

4. RESULTS AND DISCUSSION  

4.1 THE RELATINSHIP BETWEEN CRONBACH AND DATASET SIZE (STUDENTS AND 

QUESTIONS VALUE) 

Table 1 displays a part of the dataset as an example generated by a five-point Likert scale with a high 

Cronbach's (0.82). For fictitious surveys with many respondents, Table 2 demonstrates that Cronbach's 

alpha values rise as the number of items or feature values increases, decreasing random oscillations and 

boosting internal consistency. It enhances internal consistency and data dependability by enabling a 

more comprehensive concept assessment. However, Table 2 and Figure 2 show that Cronbach's Alpha is 

typically lower when there are insufficient questions or students because of erratic statistical 

estimations. The estimation improves with more questions or students, which lowers random mistakes. 

✓ Adding more questions raises Cronbach's Alpha and enhances internal consistency.  

✓ More students lead to more stable estimates, which lower random variation and raise Cronbach's 

Alpha.  

✓ Nevertheless, Cronbach's Alpha may suffer if irrelevant or inconsistent questions are included. 

Table 1. - As a sample, part of a questionnaire constructed using a five-point Likert scale with a 

high Cronbach's (0.82). 

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 

5 2 2 4 5 5 1 3 5 4 

5 1 4 4 3 3 5 3 3 4 

4 2 1 4 5 4 5 1 3 5 

3 3 5 5 4 3 4 2 3 5 

3 1 1 3 4 3 4 3 3 1 

3 3 2 4 3 3 2 4 3 1 

5 3 2 4 1 4 5 3 5 5 

4 4 3 4 2 3 3 5 3 3 
 

Table 2. - Cronbach’s alpha values obtained through the respondent’s questionnaire 

 Q 

No. 

100 

Resp. 

160 

Resp. 

200 

Resp. 

300 

Resp. 

500 

Resp. 

600 

Resp. 

1000 

Resp. 

F
ea

tu
re

s 46 

C
ro

n
b

a
ch

’
s 

n
o
t 

v
er

if
ie

d
 

0.80 0.80 0.82 0.87 0.89 0.90 

64 0.73 0.82 0.86 0.89 0.90 0.92 

100 0.72 0.85 0.89 0.91 0.91 0.94 
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FIGURE 2. - The Relationship between Cronbach and; (a) Feature Values (Questions value), 

(b) Sample Size (Students value)  

4.2 Generated Dataset and ML Models performance  

➢ Figure 3 displays Confusion matrices and performance values (%) for ML Models using datasets 

Resp.200H 46 and Resp.200L 46 with their Q-Q plots as examples. Table 3 summarizes the 

performance of used ML models in Processing Low or High Cronbach Problems for all hypothetical 

generated datasets.  

➢ The accuracy of machine learning techniques categorized by the three compelling features (46, 64, 

and 100) of the hypothetical problems under low and high Cronbach's constraint is shown in Tables 

4, 5 and 6. 

 

FIGURE 3. -Confusion matrices and performance values (%) for ML Models using datasets 

Resp.200H 46 and Resp.200L 46 with their Q-Q plots as examples. 
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4.3 IMPACT OF CRONBACH’S ALPHA VALUES ON ML MODELS ACCURACY  

➢ Figure 4 illustrates the impact of Cronbach's alpha values of Table 6 on ML Models accuracy.  

➢ This indicates that Cronbach's alpha limits the machine learning model's capacity to resolve the 

issue. A high Cronbach's alpha, which indicates good internal consistency, may lead to over 

similarity and redundancy, which hinder the machine learning model's ability to learn. The accuracy 

and generalization potential of the model can be improved by reducing feature redundancy. Various 

independent traits are required to identify trends and produce accurate forecasts.  

➢ The RF, NB, LR, SVM, and KNN models have good accuracy when handling low or high 

Cronbach's difficulties. The ranking of the efficiency of machine learning models in handling 

complex Cronbach's problems is due to the following difference in the structure of these models: 

✓ Random Forest (RF) is a powerful ensemble learning model that combines multiple decision trees 

to handle complex and diverse datasets. Averaging predictions across trees reduces variance and 

improves stability.  

✓ Naïve Bayes (NB) is efficient for dealing with probabilistic patterns in data, especially when there 

is a significant variation in difficulty levels.  

✓ Logistic Regression (LR) is a linear model that analyzes the relationship between features and the 

target variable. It performs well when the decision boundary between classes is approximately 

linear.  

✓ SVM, a non-parametric model, works by finding the "maximum margin" hyperplane that separates 

classes, effectively handling high variation in difficulty levels.  

✓ K-Nearest Neighbors (KNN) is a non-parametric model that classifies data points based on their 

distance from neighbors. This flexibility allows it to handle datasets with varying difficulty levels. 

KNN can still perform well if an appropriate K value is chosen. 

TABLE 3. –Performance of ML Models in Processing Cronbach Problems (a) Low, (b) High 

Model 

Dataset Size 

(Resp. X 

Quest.) 

(a) Low Cronbach  Dataset Size 

(Resp. X 

Quest.) 

(b) High Cronbach 

Acc. Prec. Rec. F1 Sc.  Acc. Prec. Rec. F1 Sc. 

K
-N

ea
re

st
 N

ei
g

h
b

o
rs

 

(K
N

N
) 

R
es

p
. 

2
0

0
L

 46 0.78 0.63 0.77 0.69  

R
es

p
. 

2
0

0
H

 46 0.48 0.53 0.41 0.46 

64 0.68 0.50 0.54 0.52  64 0.55 0.52 0.68 0.59 

100 0.58 0.38 0.20 0.26  100 0.68 0.79 0.70 0.75 

R
es

p
. 

5
0

0
L

 46 0.67 0.64 0.53 0.58  

R
es

p
. 

5
0

0
H

 46 0.51 0.49 0.38 0.42 

64 0.71 0.79 0.50 0.61  64 0.51 0.57 0.48 0.52 

100 0.72 0.43 0.54 0.48  100 0.50 0.47 0.51 0.49 

R
es

p
. 

1
0

0
0

L
 

46 0.75 0.69 0.64 0.67  

R
es

p
. 

1
0

0
0

H
 

46 0.61 0.60 0.58 0.59 

64 0.75 0.66 0.62 0.64  64 0.54 0.52 0.48 0.50 

100 0.71 0.68 0.51 0.58  100 0.53 0.45 0.44 0.45 

L
o

g
is

ti
c 

R
eg

re
ss

io
n

 (
L

R
) 

R
es

p
. 

2
0

0
L

 46 1.00 1.00 1.00 1.00  

R
es

p
. 

2
0

0
H

 46 0.55 0.58 0.64 0.61 

64 0.83 0.69 0.85 0.76  64 0.58 0.54 0.74 0.62 

100 0.75 0.69 0.60 0.64  100 0.53 0.65 0.63 0.64 

R
es

p
. 

5
0

0
L

 46 1.00 1.00 1.00 1.00  

R
es

p
. 

5
0

0
H

 46 0.54 0.52 0.54 0.53 

64 0.94 0.92 0.96 0.94  64 0.59 0.65 0.57 0.61 

100 0.96 0.88 0.96 0.92  100 0.67 0.68 0.57 0.62 

R
es

p
. 

1
0

0
0

L
 

46 1.00 1.00 1.00 1.00  

R
es

p
. 

1
0

0
0

H
 

46 0.67 0.68 0.61 0.64 

64 1.00 1.00 1.00 1.00  64 0.59 0.59 0.51 0.54 

100 1.00 1.00 1.00 1.00  100 0.55 0.47 0.43 0.45 

N
a

iv
e 

B
a

y
es

 

(N
B

) 

R
es

p
. 

2
0

0
L

 46 1.00 1.00 1.00 1.00  

R
es

p
. 

2
0

0
H

 46 0.48 0.52 0.55 0.53 

64 1.00 1.00 1.00 1.00  64 0.53 0.50 0.63 0.56 

100 0.90 0.92 0.80 0.86  100 0.60 0.68 0.78 0.72 

R
es

. 

5
0

0
L

 

46 1.00 1.00 1.00 1.00  

R
es

p

. 

5
0

0
H

 

46 0.58 0.58 0.44 0.50 

64 0.99 1.00 0.98 0.99  64 0.54 0.59 0.61 0.60 
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100 1.00 1.00 1.00 1.00  100 0.59 0.59 0.40 0.48 

R
es

p
. 

1
0

0
0

L
 

46 1.00 1.00 1.00 1.00  

R
es

p
. 

1
0

0
0

H
 

46 0.63 0.64 0.56 0.59 

64 1.00 1.00 1.00 1.00  64 0.52 0.51 0.26 0.34 

100 1.00 1.00 1.00 1.00  100 0.56 0.47 0.33 0.39 

R
a

n
d

o
m

 F
o

re
st

 (
R

F
) 

R
es

p
. 

2
0

0
L

 46 1.00 1.00 1.00 1.00  

R
es

p
. 

2
0

0
H

 46 0.53 0.57 0.55 0.56 

64 1.00 1.00 1.00 1.00  64 0.65 0.61 0.74 0.67 

100 0.98 1.00 0.93 0.97  100 0.53 0.65 0.63 0.64 

R
es

p
. 

5
0

0
L

 46 1.00 1.00 1.00 1.00  

R
es

p
. 

5
0

0
H

 46 0.52 0.50 0.38 0.43 

64 1.00 1.00 1.00 1.00  64 0.56 0.62 0.55 0.58 

100 1.00 1.00 1.00 1.00  100 0.59 0.56 0.60 0.58 

R
es

p
. 

1
0

0
0

L
 

46 1.00 1.00 1.00 1.00  

R
es

p
. 

1
0

0
0

H
 

46 0.64 0.65 0.55 0.60 

64 1.00 1.00 1.00 1.00  64 0.52 0.51 0.42 0.46 

100 1.00 1.00 1.00 1.00  100 0.57 0.49 0.49 0.49 

S
u

p
p

o
rt

 V
ec

to
r 

M
a

ch
in

e 

(S
V

M
) 

R
es

p
. 

2
0

0
L

 46 0.93 1.00 0.77 0.87  

R
es

p
. 

2
0

0
H

 46 0.53 0.60 0.41 0.49 

64 0.90 0.85 0.85 0.85  64 0.55 0.52 0.68 0.59 

100 0.68 0.60 0.40 0.48  100 0.60 0.72 0.67 0.69 

R
es

p
. 

5
0

0
L

 46 0.96 0.95 0.95 0.95  

R
es

p
. 

5
0

0
H

 46 0.54 0.53 0.44 0.48 

64 0.92 0.90 0.93 0.91  64 0.49 0.55 0.46 0.50 

100 0.90 0.73 0.92 0.81  100 0.60 0.58 0.53 0.56 

R
es

p
. 

1
0

0
0

L
 

46 0.97 0.94 0.97 0.96  

R
es

p
. 

1
0

0
0

H
 

46 0.64 0.65 0.56 0.60 

64 0.98 0.97 0.96 0.96  64 0.56 0.54 0.53 0.53 

100 0.97 0.94 0.97 0.96  100 0.54 0.46 0.43 0.44 
 

TABLE 4. - Machine learning model's accuracy in processing high Cronbach's alpha datasets 

 

TABLE 5. - Machine learning model's accuracy in processing Low Cronbach's alpha datasets 

 

TABLE 6. -Accuracy of the ML Models categorized by Features, and (a) High Cronbach Values, 

(b) Low Cronbach Values 
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FIGURE 4. - Impact of Cronbach's Alpha Values on ML Models Accuracy 

4.4 The impact of artificial intelligence on data quality and analysis 

➢ The study reveals that AI algorithms improve participant answer interpretation accuracy, reduce 

human bias, and reveal hidden patterns, aligning with research suggesting AI algorithms are 

superior in identifying participant trends. 

4.5 Reducing bias and improving accuracy 

➢ Experiments show that AI algorithms can identify associations between variables more accurately, 

potentially reducing bias in data analysis, supporting the claims of researchers that AI could 

enhance the accuracy of Big Data processing. 

4.6 Challenges associated with interpreting AI results 

➢ The study revealed that the use of AI in questionnaire analysis faces challenges due to the need for 

precise interpretation of findings to ensure their validity and acceptability in scientific studies. 

4.7 Linking the results to the research objectives 

➢ The study reveals that AI improves questionnaire accuracy, accelerates processing, and reduces 

conclusion bias, enabling more intelligent and dynamic surveys. However, transparent interpretative 

models are needed to understand AI's findings. 

5. CONCLUSION AND RECOMMENDATIONS  

5.1 CONCLUSION  

This study investigates the use of machine learning and natural language processing methods to the 

creation and analysis of questionnaires. Based on the results, study dependability is increased as AI 

dramatically lowers human error, increases the accuracy of data processing, and minimizes data bias. 
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Further study in this field is necessary, nevertheless, as issues like the difficulty of comprehending AI 

models call for the creation of more transparent analytical tools. 

5.2 RECOMMENDATIONS  

The research findings suggest the following recommendations:  

➢ Improving the design of questionnaires with artificial intelligence: Artificial intelligence 

technologies should be used to create intelligent interactive questionnaires which will enhance data 

collection and analysis accuracy. 

➢ Improving comprehension of AI results: Artificial intelligence models enhance the validity of study 

findings by streamlining data analysis outcomes. 

➢ Using sophisticated data analysis methods: Deep learning algorithms represent a recommended 

solution for enhancing the accuracy of analysis while reducing errors and gaining better insight into 

decision-making processes. 

➢ Minimizing bias in data: AI models require training with diverse balanced data sets to prevent bias. 

➢ Increasing the security and privacy of data processing: All AI methods used for survey data analysis 

need to adhere to ethical and legal standards to protect personal information of respondents. 

➢ Carrying out more research on the beneficial applications of AI in science: Future research needs to 

assess how traditional methods alongside artificial intelligence techniques perform in creating and 

examining questionnaires across multiple research fields. 

5.3 IN CONCLUSION  

Artificial intelligence (AI) improves both questionnaire data collection methods and processing to 

achieve higher accuracy in results. Its optimal application in scientific research needs further 

development due to challenges in understanding data and ensuring privacy protection. 
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