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As artificial intelligence (AI) advances, so do concerns about 
bias, misuse, and larger societal impacts. Governments, 
international bodies, and the private sector are increasingly 
recognizing the urgency to regulate AI, leading to proposed 
frameworks such as the European Union’s AI Act and the 
U.S. Blueprint for an AI Bill of Rights . This paper explores 
three critical angles in AI governance: (1) the ethics and 
legality of using large-scale training data without explicit 
permission, (2) the debate around industry self-regulation 
versus external oversight, and (3) inherent biases and fairness 
issues in AI data and systems. By examining these 
dimensions, we highlight both opportunities and pitfalls in 
the emerging regulatory landscape. 
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Introduction 

Since early 2022, AI systems have reached new levels of sophistication, exemplified by large language 

models (LLMs) such as GPT-4 . These models are trained on massive datasets culled from the internet and 

beyond, sparking widespread public and policy debates over data usage and ownership rights. 

Simultaneously, national and regional governments have introduced or updated proposals to regulate AI, 

most notably the European Union’s AI Act and the U.S. Blueprint for an AI Bill of Rights . 

In this paper, we focus on three core angles shaping ethical AI governance: 

1. The ethics and legality of large-scale training data usage. 

1. The debate over whether AI companies can or should regulate themselves. 

2. Issues of bias and fairness in AI data and outputs. 

These angles drive many of the ongoing policy discussions and will likely remain central as AI technologies 

continue to evolve. 

Training Data Usage 

Scale and Nature of Training Data 

Modern AI models such as GPT-4 are trained on vast corpora, including internet text, academic papers, and 

sometimes proprietary datasets . Media coverage from highlights growing concerns around the scope of data 

collection. 

Key questions include: 

 Consent: Were authors, website owners, or content creators asked for permission? 

 Attribution: Does the model properly cite or acknowledge sources? 

 Commercial Value: Should content creators be compensated when their data is used for training profit-

generating AI? 

Ethical and Legal Debates 

Critics argue that scraping text and images from the internet for training commercial AI products may 

violate intellectual property rights and personal privacy . Some legal experts suggest that large-scale data 

usage could be subject to fair use exceptions, but its legitimacy depends on jurisdiction and context. 

Moreover, reports on early litigation attempts challenging AI developers for alleged unauthorized use of 

copyrighted materials. 

Is it illegal? 

 Proponents of Fair Use: Point out that transformative usage—where the AI model provides a novel 

output or functionality—can be considered legal in certain territories. 

 Opponents: Emphasize that even if data is publicly available, it may not be freely usable for all 

commercial purposes. They warn that current legal frameworks are not fully adapted to AI’s massive 

scale of data ingestion. 

Is it ethical? 

 Data Minimization Ethics: Some ethicists argue that only necessary data should be collected and that 

content creators must be informed, aligning with privacy principles in the GDPR. 

 Moral Rights of Creators: Others stress that creators have moral rights over their works, raising 

questions about exploitation when such works are used without acknowledgment or compensation. 
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Self-Regulation vs. Government Oversight 

Industry Self-Regulation 

Many AI companies advocate for a degree of self-regulation, suggesting that their domain expertise and 

agility surpass that of government bodies . They argue that: 

 Innovation Incentives: Strict external regulations could stifle innovation and slow down beneficial 

technological progress. 

 Adaptive Frameworks: Companies can iterate standards more quickly than legislation can be enacted 

or updated. 

Counterarguments: Critics of self-regulation highlight a potential conflict of interest—profit motives may 

overshadow ethical considerations. Historical precedents in tech suggest that without robust external 

oversight, negative externalities (e.g., privacy violations, misinformation) often persist. 

Government and Multilateral Oversight 

Policy makers in the European Union have proposed the AI Act, which categorizes AI applications by risk 

level and lays out compliance requirements . In the United States, the White House’s Blueprint for an AI 

Bill of Rights calls for protective measures ensuring safety, transparency, and accountability . 

Mechanisms for government-led oversight include: 

 Licensing/Certification: Requiring developers of high-risk AI systems to obtain licenses before 

deployment. 

 Audits and Penalties: Mandating periodic audits of AI models and imposing penalties for non-

compliance. 

 Public Consultations: Encouraging stakeholder input in shaping AI guidelines, ensuring they reflect 

diverse societal values. 

Bias and Fairness in Data 

Inherent Biases in Data 

AI models are deeply influenced by biases present in the data they are trained on. For example, language 

models can inherit gender, racial, or cultural stereotypes if these patterns exist in the source text . These 

biases have real-world consequences, affecting job applicant screening, loan approvals, and even criminal 

justice risk assessments. 

Fairness Frameworks 

To address bias, researchers and policy makers propose frameworks like Fairness, Accountability, and 

Transparency in Machine Learning (FAccT). Since 2022, multiple AI ethics boards and academic 

conferences emphasized the need for robust data filtering, balanced training sets, and interpretability tools . 

Challenges in Implementation: 

 Defining Fairness: There is no universal metric of fairness; perspectives differ across legal 

jurisdictions and cultural norms. 

 Technical Complexity: Debiasing methods can be complex, requiring iterative data curation and 

model retraining. 

 Resource Constraints: Smaller companies may lack the resources to implement rigorous fairness 

checks, raising questions of equity in the AI marketplace. 
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Discussion 

Tensions Between Innovation and Regulation 

While comprehensive governance mechanisms aim to protect the public interest, they must also avoid 

stifling technological innovation. Finding the right balance requires close collaboration between legislators, 

industry experts, civil society, and academia. 

The Path Forward 

 Hybrid Approaches: Combining self-regulation with legally enforced standards could address the 

shortfalls of each method independently. 

 Transparency Mechanisms: Transparency about data sources, model capabilities, and limitations can 

mitigate concerns over illegitimate data use and hidden biases. 

 Constant Iteration: Both corporate and governmental bodies must update regulations regularly, 

reflecting rapidly evolving AI capabilities and societal expectations. 

Conclusion 

The ethical and regulatory landscape of AI governance is at a critical juncture. As AI models grow in 

sophistication, so do the stakes for data usage and privacy, the debate over self-regulation versus external 

oversight, and the urgent need to address biases and fairness. While initiatives like the EU AI Act and the 

U.S. Blueprint for an AI Bill of Rights represent substantial progress, continued effort is needed to ensure 

that AI innovation does not outpace responsible governance. Through a concerted focus on transparent data 

practices, balanced regulatory mechanisms, and robust bias-mitigation strategies, stakeholders can work 

toward AI systems that are both groundbreaking and ethically sound. 
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