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Abstract: This article explores the correlation coefficient, a vital concept in mathematical statistics. 
It discusses correlation and regression concepts, their interrelation, and estimation methods. Various 
correlation coefficients like Pearson, Spearman, and Kendall are detailed, along with their unique 
properties and applications. 
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Introduction. 

It is known from mathematical statistics that an infinite number of experiments observing the 
random variable X=X(ω) defined in the probability space (Ω,𝒜,P) are conducted independently 
under the same conditions, and their results are independent. and {X1, X2, ...} is considered to be a 
sequence of uniformly distributed random variables, and in n experiments {X1, X2, ...Xn} is a 
statistical set, that is, a statistical sample is observed. For each fixed ω, the actual value of this 
selection consists of the numbers {X1, X2, …Xn}, respectively. We define a statistical sample and 
its values as vectors X(n)={X1, X2, …Xn} and x(n)={x1, x2, …,xn}, respectively. We denote the 
set of all possible values of x(n) by 𝔛. This set is called the selected set. Let Ɓ be the Borel s-algebra 
composed of subsets of 𝔛. In the (𝔛, Ɓ) dimensional space, the selection X(n) produces this 
distribution P(B)=P(ω: X(n) (ω)e B), BeƁ. The main task of mathematical statistics is to determine 
or evaluate the distribution P through the results of sampling X(n) [4]. Thus, the distribution P 
belongs to a family {P}. 
This (𝔛, Ɓ, {P}) family of probability spaces is called a statistical model. If the family {P} is 
parameterized, i.e. depends on some parameter th, then the (𝔛, Ɓ, {Pth, theѲ}) model is called a 
parametric statistical model. 
The main requirement for point estimates is that they have the properties of reasonableness, non-
displacement, and minimality of the risk function. The property of validity is manifested in the fact 
that the sample size is large enough. But when the sample size is limited, the minimum property of 
the risk function is studied. For unshifted statistical estimates, the risk function overlaps with the 
variance, being quadratic. In this case, the estimate with the smallest variance is called the best, 
effective estimate. 
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A lower bound for the variance can be specified when the family of distributions satisfies certain 
conditions. These conditions are called Kramer-Rao regularity conditions [1-3]. Swedish 
mathematician Harald Kramer and Indian mathematician Kaliampudi Rao independently introduced 
these conditions when proving the inequality, so the Kramer-Rao inequality is named after them. 
(𝔛, Ɓ, PƟ) let X(n) be a sample of size n and its values be x(n) in the statistical model. We define 
this L(th,x) =L(th,x1,x2, …… xn) function of similarity to the truth and assume that the following 
regularity conditions are valid. 

i) i) everywhere differentiable with respect to L>0 and θ; 
ii) Let this function  𝑈(𝜃, 𝑥) = !"#$(&,()

!*
 have finite variance; 

iii) Let the following equality hold for the statistic 𝜃*n(x) with a finite second-order moment. 

                       (1) 

If 𝜃*n(x)satisfying the above conditions is an unshifted estimate for the differentiable 
function τ(θ), then the following inequality holds for them. 

𝐷&(𝜃*#(𝑥) ≥
(́́,!(&))"
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where 𝐼(𝜃) = 𝑀(.( /0 $(&,()
.&

)1 –Fisher information, 𝐿(𝜃, 𝑥)is a density function, if X is continuous 
if {X=t} is the probability of the event if and only if the following inequality holds 
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= 𝑎(𝜃)1𝜃*#(𝑥) − 𝜏(𝜃)4. 
The following special case of the Kramer-Rao inequality is also used. When the regularity 
conditions are met, if the θ ̂(x)-estimate is an unshifted estimate for the θ parameter, then 

𝐷&(𝜃*#(𝑥) ≥
3

-#(&)
, 

inequality is appropriate. In this case, 𝜃*#(𝑥) − 𝜃 = 𝑎(𝜃) ∙ 𝑈(𝜃, 𝑥) is valid only. 
If equality holds in inequality (2), then the estimate 𝜃*#(𝑥) is called an effective estimate in the 
Kramer-Rao sense. As the size of the inequality n increases, the asymptotic efficiency of estimates 
can be calculated as follows: 

0 ≤ 𝑒𝑓𝑓(𝜃*#, 𝜃) =
3

-#(&)4$(&5#)
≤ 1.                         (4). 

In this paper, we discuss and investigate Bhattacharya's system of lower bounds and related 
statistical issues [2,4]. 
 

REFERENCES: 
1. Боровков А.А. Математическая статистика.Отценка параметров, проверка гипотез. –

Москва: Наука 1984. -472с. 
2. Закс Ш. Теория статичиских виводов.-Москва: Мир1975. -776с. 
3. Козлов М.В., Прохоров А.В. Введение в математическую статистику. –Москова: 

МГУ.1987. -263с. 
4. Farmonov Sh.K., Abdushukorov A.A. Matematik statistika. 1-qism: parametrlarni 

baholash. Toshkent: universitet.1994. -67 b. 
 

( ) ( ) ( ) ( )ˆ ˆ, , .n n
X X

x L x dx x L x dx
x

q q q q
q
¶ ¶

=
¶ ¶ò ò


