ldentification Growth Quality of
Red Onion during Planting
Period Using Support Vector
Machine

by Nuril Lutvi Azizah

Submission date: 15-Sep-2022 12:29PM (UTC+0700)

Submission ID: 1900256886

File name: ion_during_Planting_Period_Using_Support_Vector_Machine-2021.pdf (533.58K)
Word count: 2693

Character count: 13970



Journal of Physics: Conference Series

aAPEFt - OPEN ACCESS You may also like

Identification Growth Quality of Red Onion during o i bl neia
fourier transform

Planting Period using Support Vector Machine Martab Mehrabbelk. Sasid Reshil, Al

Fallah et al

. - Dynamically weighled ensemble

To cite this article: N A P Lestari et al 2021 J. Phys.: Conf. Ser. 1764 012060 classification fof non.-stationary EEG
pracessing
Sidath Ravindra Liyanage, Cuntai Guan,
Haihang Zhang et al

Yiew the article online for updates and enhancements. - Eég[ f:lgg I:ﬂfz'i'r;?;'ﬂulg:ﬁ;;?:le’Iea'd
transform
Christophe L Herry, Martin Frasch, Andrew
JE Seely et al

This content was downloaded from IP address 36.74.5.175 on 13/09/2022 at 03:39




PV _ISComSET 2020 1OP Publishing
Journal of Physics: Conference Series 1764(2021) 012060  doi:10.1088/1742-6596/1764/1/012060

Identification Growth Quality of Red Onion during Planting
Period using Support Vector Machine

N A P Lestari, R Dijaya” and N L Azizah

Computer Science, Universitas Muhammadiyah Sidoarjo, Sidoarjo, Indonesia

*rohman.dijaya@umsida.ac.id

Abstract. Shallot (Allium ascalomicum L) is a type of horticultural crop which is one of the
leading vegetable commodities that is widely cultivated by farmers in Indonesia. Identification
of the quality of growth of onions can be known from the size, colour and texture. This study
focuses on identify the quality of the growth of shallots using Support Vector Machine (SYM)
classifier. The data used in this study are 100 images of 48-day-old Bauji variety onions divided
into two classes, good quality ontons and poor quality onons. The pre-processmg produce higher
quality images based on edge detection, dilation, erosion and colour channel changes for feature
extraction. Feature extraction based on HSI colour and GLCM texture to identify the quality of
the onion Frthermore value of the feature extraction will be input calculation from the SVM
classifier. The experiment shows that the best result can be using combination HSI and GLCM
features with accuracy 82%.

1. Introduction

Shallot (Allium ascalonicum L) is one of the leading vegetable commodities that has been cultivated
intensively by farmers in almost all regions of Indonesia. This commodity has high economic value and
has an attractive market prospect. Shallots have many benefits, not only as a seasoning associated with
aroma but are also used as traditional medicines such as cough (sputum spray), shortness of breath,
fever, colds, and appetite enhancer{ 1]. The quality of onion growth can be determined by its size, colour
and texture. Good quality onion bulbs have a characteristic hard solid texture, the colour looks bright
and does not look black spots as a sign of disease, medium size tubers that have a diameter of 1.5 - 1.8
cm or 5 - 10 grams[2]. The process of identifying the quality of growth in onion bulbs can be done
manually by humans in the form of visual analysis by paying attention to the physical and colour of the
onion bulbs. The external quality of fruits and vegetables is generally evaluated by considering the color,
texture, size, shape, and vision defects[3]. The identification process as above has several weaknesses
including accuracy, differences in perception about the quality of onion tubers due to human visual
limitations and the time required is relatively long. Previous study implemented digital image processing
for the classification of fruit and vegetable quality. Among the studies conducted by [4]to classify sweet
onions based on internal defects using image processing and artificial neural networks. In this problem
the Bayesian method is used to select prominent features in the internal defects of the onions and the
neural classification works to sort the onions into two classes (good and broken). Implementation of
digital image processing uses image segmentation methods for sorting and evaluating apples using the
support vector machine algorithm and the Otsu method [5]. In order to measure object quality through
digital image classification the features GLCM are implemented such as beef freshness quality

C?:m[em from this work may be used under the terms of theCreative Commons Attribution 3.0 licence. Any further distribution
BY of this work must maintain attribution to the author(s) and the title of the work, journal citation and DOL

Published under licence by [OP Publishing Ltd 1




PVJ_ISComSET 2020 10P Publishing
Journal of Physics: Conference Series 1764(2021) 012060  doi:10.1088/1742-6596/1764/1/012060

research[6]. The combination of GLCM and HSI features in the context of image classification is done
to improve the quality of classification with low variations in egg candling images[7]. Milkfish
classification with a tendency for low image variation is implemented by a combination of GLCM and
HSI[8]. Support Vector Machine (SVM) classifier is a robust classifier by prioritizing hyperplane that
can separate two data sets from two different classes, with the combination of GLCM and HSI features
in textile image claification research allowing classification with varied images[9]. The aim of
research to develop identification growth quality of red onion during planting period using support
vector machine based combination of GLCM and HSI from the results of the image of onions that have
been upgraded through pre-processing.

2. Relate work

Research of onion qualityfilassification based machine vision has made by [10] to detect disease using
deep learning algorithm. [Ejtake of healthy fruits and vegetables is vital as they are the source of energy
B all living beings, [11]have put forward a reliable mechanism for detecting the defects in fruits by
detect and segregate low and best quality fruits using GLCM and SVM Classifier. HIS feature extraction
has implemented by [12] to classify freshness tomato maturity. GLCM characteristics extract texture
values from image object variations, while HSI extracts colour intensity from images, the combination
allows identification of image quality onions.

3. Methods

Onion growth quality classification developed in our research has several stages; they are pre-
processing, feature extraction, and classification. The proposed schema has shown in figure 1. The
onion data collection was taken in the onion farming area in Pasuruan East Java Indonesia using a digital
canon camera. Onion images measuring 450 x 300 pixels are 100 data in JPG format, 25 good quality
onion data and 25 poor quality onion data. The process of taking pictures is done in a black box with
the lighting of two 8 watt T5 lamps so that the image gets good light.

convert to HSI Dilation

Otsu

Noise B 5
Segmentation Reverse Image Filling Object

Reduction

Colour Feature Texture Feature (GLCM)
(HSI) 1.1DM
1. Mean 2, Entrophy
2. Standart 3. Varriance
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4. Kurtosis 6. Contrast

Figure 1. The Process Schema Onion Growth Quality Classification

Sampling onion data Figure 2.a below is a good quality image of onion, good quality onions can be
seen if the colour is bright with the skin glowing not visible black spots as a sign of disease, its texture
is solid and the size of the tuber is between 1.5 - 1.8 cm. The sampling in Figure 2.b is an image sampling
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of the poor quality of the onion where the onion has a matted texture that is not dense, the colour does
not look bright red and shiny and shows signs of disease.

3.1. Pre-processing

The data representation of Figure 1 onion recognition pre-processing begins with the RGB object used
is the image of the onion containing RGB color elements (Red, Green, Blue) and then the HSI kernel
separation process will then be carried out the HSI channel separation process (H is a hue component,
S is the saturation component and I is the intensity component). At this stage the selected channel is
channel [ because according to vision, the most obvious in its representation is channel I. Channel
separation aims to determine the results of each image and find out the value per character. The image
of the colour channel I then performed Edge Detection which aims to mark or produce the edges of
objects that become detailed images. In order to thicken the edges of objects in the image edge detection
is done. The area in the image that is bounded by the edge then Filling the object aims to fill in order to
obtain a solid object segment. Noise reduction to erode noise in the image due to imperfect splashing.
Reverse image to get a reversing image using the imcomplement function of a grey level image is
negative from that image (photographic negative). Negative image in the next process is processed
Image Segmentation through otsu to separate the background to process significant areas during object
evaluation.

(b)
Figure 2. (a) good quality onion, (b) poor quality onion

3.2. Feature Extraction

In this study, according figure 1 feature extraction based on colour and texture to identify the quality
of onions.

3.2.1 Colour (a colour image of one of the HSI colour components)

In colour extraction consists of standard deviations, energy, kurtosis and mean.

3.2.2 Texture (one of the colour components)

In this study the classification of texture features using the Grey Level Co-occurrence Matrix (GLCM)
Inverse Different Moment (IDM), Entropy, Variance, Angular Second Moment (ASM) / Energy and
Correlation (correlation). After doing the pre-processinfiprocess, the process is then continued by
performing GLCM calculations. After that, the texture feature value extraction will be performed to
get the value that will later be used as a reference. After getting the value of each calculation, the data
normalization process will be carried out from the calculation. Normalization process is carried out to
normalize large data into data with min value 0 and max value 1. To make it easier to process the data
to the system.

3.3. Classification

The training method used in this study is the Sequential Training method. The flow of this method is
as follows:
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# The input data is in the form of training data and SVM parameter initialization.
* Calculates the RBF kemel, Hessian Matrix and Max Gamma.
# [terate for each data to get the value of Ei, 8o and update the value of ai.
* Checking the value | 8o | <g, if the iteration is stopped correctly or the iteration has reached the

maximum iteration.

* Determme the maximum value of alpha elass in the form of elass +1 and class -1. Data of class
+1 and class -1 have the highest alpha value which is used to calculate the values of w. x™+
and w.x™.

e Calculates the kernel between training data with +1 class data which has the highest alpha value
(K(x,x*)) and training data with class -1 data which has the highest alpha value (K (x,x™1))

e Calculates the values of w.x Tand w. x ™.

+ Calculate the value of bias

* The resulting output value is a bias value.

4. Results and Discussion
In the test scenario there are several image data treatment processes. Starting with taking some images
to be used as a training database, to capture images to be used as test data. The images used in this
research 180 images, namely:
* There are 50 training data, divided into 25 images of good quality onion training, 25 images of
poor quality onion training.
* There are 50 test data, divided into 25 images of good quality onion training, 25 images of poor
quality onion training.
The next stage is testing 50 test samples, the first process is taking pictures using a digital camera with
aresolution of 24.2 Mega Pixel, before the image is tested using Matlab, the image will first be processed
resizing 50% so that the obtained image dimensions 450 x 300, this process is carried out in order to
speed up the process of executing data. In this research will use a calculation using the results of a
percentage that is adding up the results of data onions recognized by the system then dividing by the
overall results of the onion data that has been tested then the results are multiplied by 100%. Calculation
formulas use percentage results:

number of classified image

x 100 % = accuracy (1)
mumber of testing inage
Table 1. Accuracy Testing Data
Data Number Data Accuracy
Detected 46 92 %
Not Detected 4 8 %

Based on the above accuracy results, it can be seen that 46 test images that have been tested show that
the system performance with this method is quite good. This is proven by a fairly high level of accuracy,
namely 92% for the types of onions detected and 8% for the types of onions that were not detected.

5. Conclusion

In this research using two tests, namely testing on the colour and texture of GLCM. In the colour testing
is used to determine and distinguish the input image in the form of good quality onions and poor quality
onions. 10 feature values from the 50 training data along with class values are input to form svmtrain
on svinclassify. SVM algorithm performs the process by finding the best hyperplane of two data classes
in the input space. And in this study used a linear kernel to predict the test class through the test data
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used. test results of onion image Test data as many as 50 images with 46 images detected and not
detected as many as 4 images so that it can be calculated that the accuracy of the test image i1s 92% for
detected onions and 8% for undetected onions. Identification of the type of quality of onion growth in
this study can be continued by given other speecial features so that specific characteristics of the object
are obtained. This research can be developed with the same data can be done using other platforms with
different operating systems such as Android and [oT-based image processing.

References

[1] R. Hindersah, Z. Handyman, F. N. Indriani, P. Suryatmana, and N. Nurlaeny, “JOURNAL OF
DEGRADED AND MINING LANDS MANAGEMENT Arotobacter population, soil
nitrogen and groundnut growth in mercury-contaminated tailing inoculated with A zotobacter.”
J. Degrad. Min. L. Manag.,vol. 5, no. 53, pp. 25022458, 2018,

[2] D. M. Barrett, J. C. Beaulieu, and R. Shewtelt, “Color, flavor, texture, and nutritional quality of
fresh-cut fruits and vegetables: Desirable levels, instrumental and sensory measurement, and
the effects of processing,” Crit. Rev. Food Sci. Nutr.,vol. 50, no. 5, pp. 369-389,2010.

[3] B.Zhangetal, *Principles, developments and applications of computer vision for external quality
inspection of fruits and vegetables: A review,” Food Res. Int., vol. 62, pp. 326-343, 2014.

[4] M. Shahin, E. Tollner, R. Gitaitis, D. Sumner, and B. Maw, “Classification of sweet onions based
on internal defects using image processing and neural network techniques,” Trans. ASAE, vol.
43, 2002.

[5] A. Mizushima and R. Lu, “An image segmentation method for apple sorting and grading using
suppert vector machine and Otsu’s method,” Compui. Eleciron. Agric., vol. 94, pp. 29-37,
2013,

[6] 8. Agustin and R. Dijaya, “Beef Image Classification using K-Nearest Neighbor Algorithm for
Identification Quality and Freshness.” in Journal of Physics: Conference Series, 2019.

[7] R. Dijaya, N. Suciati, and D. Herumurti, “Kombinasi Fitur Bentuk , Warna dan Tekstur untuk
Identifikasi Kesuburan Telur Ayam Kampung Sebelum Inkubasi,” pp. 205-214, 2016.

[8] D. Sutaji and R. Dijaya, “Classification of Milk Fish Quality using Fuzzy K-Nearest Neighbor
Method Based on Form Descriptor and Co-Occurrence Matrix.”.J. Phys. Conf. Ser., vol. 1179,
p. 012021, 2019.

[9] R. E.Pawening, R. Dijaya, T. Brian, and N. Suciati, “Classification of textile image using support
vector machine with textural feature,” in Proceedings of 2015 International Conference on
Information and Communication Technology and Svstems, ICTS 2015, 2016.

[10] W. S, Kim, D. H. Lee, and Y. J. Kim, “Machine vision-based automatic disease symptom
detection of onion downy mildew,” Compui. Electron. Agric., vol. 168, no. October 2019, p.
103099, 2020.

[11] A. A. Chandini and U, Maheswari B., “Improved Quality Detection Technique for Fruits Using
GLCM and MultiClass SVM.” in 2018 International Conference on Advances in Computing,
Communications and Informaties (ICACCI), 2018, pp. 150-1355.

[12] P. Wan, A. Toudeshki, H. Tan, and R. Ehsani, “A methodology for fresh tomato maturity
detection using computer vision,” Comput. Electron. Agric.,vol. 146, pp. 43-50, 2018.

Acknowledgments
We hereby thank you to Universitas Muhammadiyah Sidoarjo for Supporting the publication of this
rescarch.




|dentification Growth Quality of Red Onion during Planting

Period Using Support Vector Machine

ORIGINALITY REPORT

11. 5. 9y,

SIMILARITY INDEX INTERNET SOURCES PUBLICATIONS

%

STUDENT PAPERS

PRIMARY SOURCES

www.coursehero.com

Internet Source 2 %
backend.orbit.dtu.dk
Internet Source 2 %
academic-accelerator.com
Internet Source 1 %
l Deni Sutaji, Rohman Dijaya. "Classification of 1 y
0

Milk Fish Quality using Fuzzy K-Nearest

Neighbor Method Based on Form Descriptor

and Co-Occurrence Matrix", Journal of

Physics: Conference Series, 2019

Publication

www.amrita.edu

Internet Source

1%

Exclude quotes Off Exclude matches

Exclude bibliography On

Off


http://www.coursehero.com/
http://www.amrita.edu/

